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SUMMARY

A VOF-based algorithm for advecting free surfaces and interfaces across a 2-D unstructured grid is
presented. This algorithm is based on a combination of a Computational Lagrangian–Eulerian Advection
Remap and the Volume of the Fluid method (CLEAR-VOF). A set of geometric tools are used to
remap the advected shape of the volume fraction from one cell onto the Eulerian �xed unstructured
grid. The geometric remapping is used to compute the �uxes onto a group of neighbouring cells of the
mesh. These �uxes are then redistributed and corrected to satisfy the conservation of mass. Here, we
present methods for developing identi�cation algorithms for surface cells and incorporating them with
CLEAR-VOF. The CLEAR-VOF algorithm is then tested for translation of several geometries. It is also
incorporated in a �nite element based �ow solver and tested in a laminar �ow over a broad-crested
weir and a turbulent �ow over a semi-circular obstacle. Copyright ? 2004 John Wiley & Sons, Ltd.

KEY WORDS: free surface �ows; volume of �uid method; computational Lagrangian–Eulerian advec-
tion remap; laminar �ow; turbulent �ow

1. INTRODUCTION

Free surface �ows refer to �ows where there is an interface between a gas and a liquid with
a large density di�erence. Due to a low density, the inertia of the gas is usually negligible,
and the only in�uence of the gas is its pressure acting on the interface. The liquid can thus
move freely and the locations of the free surface must be determined as part of the solution
process.
One method to model a free surface is to construct a Lagrangian grid that moves with

the �uid [1–3]. The Lagrangian method has the advantage of tracking the free surface auto-
matically, but it has problems when the �ow �eld is non-trivially vortical or when the �ow
has large amplitude surface motions. This results in serious deterioration of the mesh. The
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Arbitrary Lagrangian Eulerian (ALE) method is thus introduced with a proper regridding
technique [4–9]. Still, these methods cannot successfully handle complex free surface �ows
involving surface folding and merging. The third method is the Eulerian method, which re-
quires a special way of capturing the free surface of the �ow. One of the early methods
that was devised to do this is the Marker-and-Cell (MAC) method [10]. The MAC method
involves a Lagrangian particle movement and an Eulerian �ow �eld calculation. The marker
is used to track the centroid of the �uid element. Its velocity is obtained by averaging the
Eulerian velocities in its vicinity. This method, however, su�ers from an arti�cial creation
of high or low marker number densities due to the irregularity of the �ow �eld, such as, in
converging=diverging �ows and stagnation �ows. Since the development of the MAC method
in 1965, numerous other methods have been developed to model free surface �ows and inter-
faces. Among these are the front tracking method [11] level set method [12–14], the boundary
integral methods [15, 16], and methods that approximate interface by line segments and poly-
gons [17, 18].
This paper is concerned with another type of free surface �ow modeling method which is

based on a concept of a fractional volume of �uid. The volume of �uid (VOF) method is
developed to follow the free surface with the volume-tracking feature of the MAC method
but without its large memory and CPU costs [19–21]. In this approach, only one storage
word, the volume fraction f, is required for each element (or cell). Consider an Eulerian
structured grid and an actual curved interface cutting through it. Assume that this curve is
the free surface of a liquid domain in a 2-D �ow �eld. Therefore, one can de�ne a volume
fraction �eld in this mesh, f, that can take values between 1 and 0. That is, f=0 represents
a cell without liquid (‘empty cell’), f=1 a ‘full cell,’ and 0¡f¡1 a surface cell, partially
�lled with liquid, a ‘wet cell’. VOF based methods solve the following problem: Given the
f �eld at some moment in time, and the �ow �eld (e.g. u and v components of the velocity
�eld), (i) what is the new f �eld at the next time step (i.e. the advected volume fraction
�eld), and (ii) what is the shape of the new interface. The evolution of the free surface is
computed through the following equation:

@f
@t
+ u · ∇f=0 (1)

However, application of this equation to the interface cells is not trivial and requires certain
knowledge of the interface shape. An interface can be approximated by a set of line segments.
This approximation will converge to the correct interface through mesh re�nement. Inside of
each cell, this line segment determines uniquely what is the volume fraction inside that cell.
However, the reverse correlation is not unique, since more than one location of the interface
may determine the same volume fraction in the cell. One has to take into account a group
of neighbouring cells in order to reconstruct the interface accurately. The problem of recon-
structing an interface by using the volume fraction �eld data (updated or given at the start)
has generated a multitude of approaches and methods. One of the early algorithms is the
Piecewise Constant interface method by Noh and Woodward [22], which was referred to as
simple line interface calculation (SLIC). Among the other methods are the Piecewise Constant
Stair Stepped interface method [19, 23, 24]; Piecewise Linear (PL) interface method [25–28]
and Piecewise Second Order interface method [29–33]. In this paper we use a PL VOF based
method and all the developments are related to this method. For a general review of the meth-
ods used for the numerical simulation of free surface �ows see Scardovelli and Zaleski [34].
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A popular method for interface advection and reconstruction is the Youngs method [26],
which uses a stencil of 3× 3 cells in order to �t a line segment inside of the central cell.
This method is implemented in the RIPPLE code by Kothe and Mjolsness [35, 36], and further
expanded to 3-D �ows by Bussmman et al. [37]. Ashgriz and Poo [27] developed a method
(referred to as FLAIR) based on �tting a line at the common side of two neighbouring cells,
such that the liquid �uxes between the two cells are related with the actual slope and location
of the interface. A structured grid geometry is embedded in the implementations of these
ideas in 2-D and 3-D models such as those in references [38–50]. The resulting algorithms
are based on an algebraic identi�cation of the geometric cases of interface location in which
the structured pattern of the grid is essential. For example, in FLAIR [27], nine cases are
determined by examining the volume fraction �eld in a pair of surface cells. Although the set
can be reduced to case nine after some transformations, this case has also four subcases by
surface orientation. The four subcases are identi�ed �nally by the two values of the f �eld
in the cells through analytical criteria for the 2-D algorithm. The unstructured grids make it
very di�cult to use the case-by-case, pure Eulerian approaches.
A second order accurate interface normal method which uses unstructured mesh is devel-

oped and tested by Mosso et al. [51–53] and Kothe et al. [54, 55]. In this method given
a velocity �eld each mesh vertex is moved using a step of forward-Euler, backward-Euler
or the trapezoidal rule. The volume fractions of mesh cells are assumed to remain the same
during this motion. Next, a line in each new cell is reconstructed using its volume fraction
and the volume fractions of its neighbours. Finally, the volume of the cell that is on each
side of this line segment is exactly redistributed to the original unmoved mesh cells. On
extending the work of Mosso et al. [51–53] on unstructured but locally rectangular grids,
Shahbazi [56] and Shahbazi et al. [57] presented the details of implementation of a second
order Eulerian–Lagrangian volume tracking on triangular meshes. The method is similar to the
one by Mosso et al. [51] and is constructed of three parts: Lagrangian phase, reconstruction
phase and remapping phase. Shahbazi et al. [57] not only demonstrated the accuracy of the
method for �ow �elds with constant interface topology as reported by Mosso et al. [51],
they also investigated the behaviour of the method for �ow �elds including large interfacial
stretching and tearing. Ubbink and Issa [58] have developed a new method for capturing of
�uid interfaces on meshes of arbitrary topology base on a �nite-volume technique. The motion
of the interface is tracked by the solution of a scalar transport equation for a phase-indicator
�eld that is discontinuous at the interface and uniform elsewhere. This technique utilizes high
resolution discretization schemes to ensure preservation of the sharpness and shape of the
interface.
In this paper we present another technique that can represent and evolve a free surface on

general unstructured meshes using the volume of �uid method. This technique is similar to
that of Mosso et al. [51] in terms of the movement of the interface, but di�erent in terms of
the redistribution of the advected volume fractions in the neighbouring cell. The idea behind
it is to move the �uid portion of an element in a Lagrangian sense, and redistribute the
�uid portion locally in the Eulerian �xed mesh. This algorithm is referred to as CLEAR-
VOF, where CLEAR stands for computational Lagrangian–Eulerian Advection Remap. This
algorithm utilizes exact and robust geometric tools with no special requirement on the mesh
topology, the aspect ratio, or the mesh orientation. Here, we shall restrict our discussion to two
dimensional planar and axisymmetric problems. This paper is organized as follows: Section 2
describes the fundamental concepts of the CLEAR-VOF advection. Section 3 provides a brief
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description of the �nite element implementation. The accuracy of the CLEAR-VOF algorithm
is veri�ed in Sections 4 and 5. Finally, Section 6 summarizes the major �ndings of the present
work.

2. CLEAR-VOF ALGORITHM

2.1. The structure of the advection algorithm

The CLEAR-VOF algorithm is based on an approach for the computation of the �uxes of �uid
originating from a certain element (‘home’ element) towards each of its ‘neighbours’. The
idea is to move in the Lagrangian sense the �uid portion of an element, �nd out how much
of it remains in the ‘home’ element, and how much of it passes into each of the ‘neighbours’.
The �uid portion inside each non-empty element is used to de�ne a polygon of �uid in that
element as shown in Figure 1(a). If the algorithm starts from a given initial domain of �uid,
the polygon of �uid in each element is de�ned by intersecting (as polygons) the initial domain
with each element. If the algorithm starts from a given initial volume fraction distribution,
an interface reconstruction procedure is used to obtain the polygon of �uid in each partially
�lled element. If the element is full, the polygon of �uid coincides with the element. The
vertices of a polygon of �uid are listed in a counterclockwise (CCW) order as shown in
Figure 1(a).
The �rst stage of CLEAR deals with the motion of the �uid volume fractions for each cell

of the mesh. Let us consider the case of a gas–liquid interface for this argument. The interface
reconstruction block delivers the shape of the ‘wet’ part of the cell and the volume fraction
corresponding to it. This polygonal shape is set in a Lagrangian motion based on the nodal
velocities delivered by a �ow solver. The result is a polygonal shape that this volume of liquid
takes at the next time step, as depicted in Figure 1(b). Computational geometry tools are
used to design a robust algorithm, which is capable to detect and construct the intersections

Figure 1. Mechanism of advection in CLEAR-VOF: (a) Initial interface, (b) interface after advection
using the node velocities, (c) determination of the volume fraction in each neighbouring cell after the

advection and (d) adding the advected volume fractions in each cell.
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of the advected liquid domain with the original Eulerian mesh. This will provide the new
values for the local f-�eld, which will be the input for the next stage of the algorithm, as
depicted in Figure 1(c).
The second stage sweeps through the cells of the �xed mesh to redistribute and correct

the f-�eld, such that unphysical values are excluded and the mass conservation is assured
(Figure 1(d)). This corrected new f-�eld will serve as input to the interface reconstruction
block of the VOF code and to the �ow solver for the next time step.
The actual shapes, the number of sides and the angles of the computational cells play

no role at all in the formulas contained in the CLEAR algorithm. Generally, the algorithm
performs the following operations: (1) Determine the area of a polygon; (2) determine the
location of a point with respect to a line segment; (3) determine the intersection of two line
segments; (4) determine the location of a point with respect to a polygon and (5) determine
the intersection of two polygons. Rigorous mathematical proofs of the theorems used in devel-
oping the geometrical tools are presented in computational geometry references [59, 60]. Other
results, especially the treatment of the so-called degenerate situations, are obtained directly
in the process of coding the algorithms.
Once a polygon is identi�ed, it is advected through a Lagrangian local motion using the

velocities at its vertices. The vertices of the polygon of �uid are material points in the
�uid �ow. Each material point undergoes a Lagrangian displacement (�; �) which de�nes
the velocity components (u; v):

u≡ d�
dt

v≡ d�
dt

(2)

The connection between the Eulerian and the Lagrangian approaches in �uid mechanics is
that the velocity �eld (u(x; y); v(x; y)) at some moment is equal to the Lagrangian velocity
of the �uid particle which passes through the point (x; y) at that particular instant in time.
Then, if the velocity �eld is solved by some Eulerian solver, Equations (2) can be used to
compute the displacements:

�=
∫ t+�t

t
u dt≈ u · �t

�=
∫ t+�t

t
v dt≈ v · �t

(3)

After the computation of the displacements for each vertex (Pk) of the polygon of �uid, the
new locations (P′

k ) of these vertices are (see Figure 1(b)):

xP′
k
= xPk + �Pk

yP′
k
= yPk + �Pk

(4)

The new polygon of �uid has left the ‘home’ element. A portion of it remains inside the
‘home’ element, while several other parts of it cross into the neighbouring elements. Next the
amount of �uid volume in each of these portions is determined.
After the new polygon of �uid is de�ned through its vertices, the �uid volume portions

that belong to each of the immediate neighbouring elements are determined using algorithms
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developed in computational geometry for intersection of two polygons. In the present code
we have implemented an algorithm for computing the intersection of two convex polygons.
The advected polygons of �uid are restricted to convex shapes through mesh size and time
stepping limitations. The algorithm for computing the intersection of two convex polygons
gives the resulting polygon through its vertices listed only once in CCW order, along with
its area (volume). The following tasks were implemented, using the theoretical basis from
References [59] and [60].

1. Area of a polygon
(i) 2-D Cartesian co-ordinates (x; y): We need to compute the areas involved in the
de�nition of the f-�eld and the ratio of the liquid volume (area in 2-D) to the cell area,
regardless of the shapes and orientation of the liquid polygon. Let a polygon (convex or
non-convex) P have vertices v1; : : : ; vn−1; vn, labeled counterclockwise (CCW). Then its
area is computed with the following formula:

A(P)=
1
2

n∑
i=1
(xiyi+1 − xi+1yi) (5)

Each vertex is described by its global Cartesian co-ordinates vi=(xi; yi). The n+1 vertex
is identi�ed with the �rst one, vn+1≡ v1.
(ii) 3-D axisymmetric co-ordinates (r; z): Let an axisymmetric volume be de�ned in
the plane of co-ordinates (r; z) by a polygonal shape Q described by the ‘vertices’
w1; w2; : : : ; wn−1; wn, labelled CCW. Then the volume enclosed by this axisymmetric sur-
face is given by the following formula:

V(Q)=
�
6

n∑
i=1
(ri + ri+1)(rizi+1 − ri+1zi) (6)

where each point (‘vertex’) is described by its (r; z) co-ordinates. Again, the n+1 point is
identi�ed with the �rst one, wn+1≡w1. This is the only di�erence between the advection
algorithm in 2-D and the advection algorithm in 3-D axisymmetric when approaching
the problem with the CLEAR concept. This is a major advantage of our new VOF
approach. Previous VOF methods required signi�cant changes to the advection method
for the axisymmetric �ows (e.g. see Reference [38]).

2. Location of a point with respect to a line segment
Let p=(xp; yp) be a given point, and a=(a1; a2)= ((xa1; ya1); (xa2; ya2)) be a given line
segment in the plane. In order to establish the location of the point p with respect to
the line segment a, one has to identify which of the following propositions are true: (1)
Point p is located strictly on the LEFT half-plane of the line supporting the segment a.
(2) Point p is located ON or ALMOST ON the line segment a, but strictly BETWEEN
the ends a1; a2. The algorithm is based on the following lemma: ‘The area of a triangle
given by the vertices (v1; v2; v3) is zero if (v1; v2; v3) are collinear, strictly positive if
(v1; v2; v3) are listed in CCW order, and strictly negative if (v1; v2; v3) are listed in CW
order.’
We have implemented this algorithm using two logical �ags, each one attached with one
of the above propositions. The ALMOST option in the second predicate takes care of
the �oating-point errors, and is implemented using a ‘fuzz’ factor.
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3. Intersection of two line segments
We can distinguish the following situations: (a) Whether the segments have a common
point (parallel or not)? (b) Whether this is a proper intersection between two open
segments (no ends considered)? In this case, one intersection point, (xi; yi), is computed.
(c) Whether the segments have the same line support? In this case, the intersection is
another segment de�ned through its ends as two intersection points. (d) Whether one
end of a segment (e.g. a1) lies on the other segment (b)? In this case, one intersection
point is returned (a1).

4. Location of a point with respect to a polygon
The algorithm that we have designed is capable of di�erentiating the following situations:
(a) Point p=(xp; yp) is strictly inside the polygon P=((xi; yi); i=1; 2 : : : n). (b) Point
p is strictly outside of the polygon. (c) Point p is on or almost on one edge of the
polygon. Subroutine also returns on which edge is the point located. (d) Point p coincides
or almost coincides with one of the vertices. Subroutine also returns the ID of the vertex.

5. Intersection of two polygons
Again we have used the assumption of convex polygons, given as arrays Pa = (xi; yi),
i=1; 2; : : : ; na and Pb = (xj; yj), j=1; 2 : : : nb. The algorithm is based on the method de-
scribed in Reference [59]. Two polygons of m and n vertices are intersected in at most
2(m+ n) steps by looking at the intersection of two edges which are ‘advanced’ along
the two boundaries respecting certain rules. We have improved the algorithm such that
aside the ‘proper’ case, the following special situations are correctly interpreted and ad-
dressed: (a) The polygons have two parallel edges (the advance mechanism had to be
enforced di�erently). (b) One or more vertices of a polygon are located on or almost on
the boundary of the other polygon. (c) One or more vertices of the polygons coincide or
almost coincide. (d) Pb⊆Pa. (e) Pa ∩Pb = ∅. The code is robust, and returns in all cases
the polygon of intersection as an array Pint = ((xk ; yk); k=1; 2 : : : nint), with the vertices
listed only once, in CCW order and its area.

Once the geometric tools are designed, we can proceed to compute: (i) How much of the
advected �uid originating from the home element i, remains in the home element? This is
done by intersecting P′ with the polygonal element i. Denote this �uid volume by Sii (see
Figure 1(c)). (ii) How much of the advected �uid originating from the home element i, has
left this element and is now located in the immediate neighbour j? This is done by intersecting
P′ with the polygonal element j. Denote this �uid volume by Sij . This can be done for all
the immediate neighbours of the home element i, as they are listed on the connectivity �le.
An immediate neighbour is an element that has at least one common vertex with the home
element, but this can be easily modi�ed to other stencils.
At this moment a very simple check on the conservation of volume can be done by com-

paring the volume of �uid in the initial polygon of �uid P, to the sum of all �uxes originating
from element i, including the Sii portion. A systematic error will occur if the time step is too
large, such that the proposed list of immediate neighbours is not covering all the elements
touched by the advected polygon of �uid P′. An automatic time stepping mechanism can then
be implemented in the algorithm to take care of this problem.
After the advected polygons of �uid originating from all non-empty elements have been

redistributed locally in the Eulerian �xed mesh, a sweep through all elements is necessary to
update the volume fraction �eld. Let us consider again a home element i. The new volume
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8 N. ASHGRIZ, T. BARBAT AND G. WANG

of �uid in it will be the sum of the auto-�ux Sii and all the �uxes of the type Ski , originating
from the immediate neighbours k.

2.2. Reconstruction method

CLEAR-VOF algorithm uses a piecewise linear (PL) reconstruction method, where the in-
terface is reconstructed as a line segment inside each wet element with 0¡f¡1. The PL
approach to the reconstruction of the interface inside an element is based on considering the
interface to be represented by a line segment with the endpoints on the edges of the ele-
ment. Previous VOF algorithms, designed with the structured mesh geometry embedded in
their algebraic relations, made use of very complicated case recognition procedures in order
to compute the parameters of the line interface (e.g. see References [27, 38] for interface
reconstruction in FLAIR-VOF). None of these methods can be adapted to unstructured mesh
environment.
In order to combine the unstructured mesh capability of the CLEAR-VOF with a PL method,

we have designed the following structure for the interface reconstruction part of the code:
(i) Store the local distribution of updated volume fraction �eld and mesh geometry. Here,
‘Local’ means the home element and its immediate neighbours, such as the element i and
j1; j2; : : : ; j9 in Figure 2. (ii) Compute the unit normal vector n̂ to the interface line inside the
home element as the unit gradient vector of the volume fraction �eld in this neighbourhood.
(iii) The equation of the line interface in the home element is:

g(̃x)= n̂ · x̃ + c=0 (7)

where x̃= xî + yĵ. Once the unit normal vector n̂ is found, the constant c is computed by
requiring the volume fraction of the polygon of �uid delimited by the corresponding line
interface to be equal to the given volume fraction for the home element. (iv) For any value
of c assumed or computed, the volume fraction inside the home element is determined by
constructing the polygon of �uid delineated by the line of Equation (7) inside the home
element. Our method will retain for this purpose the vertices of the home element inside the
�uid, i.e. the vertices that verify g(̃x)¿0, and the intersection points between the line and the
edges of the home element.

Figure 2. De�nition of mesh notations used in CLEAR-VOF.
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2.2.1. Computation of the local gradient of the volume fraction �eld. Several methods are
available in the literature for computing the unit vector n̂≡∇f=|∇f|; they are reviewed by
Kothe et al. [54] and Rider and Kothe [33]. For CLEAR-VOF, we have chosen the method
of least squares gradient [54]. The method is powerful since it is tied to any mesh topology
or dimensionality, being able to handle any unstructured 2-D or 3-D mesh. In this approach,
volume fraction Taylor series expansions fTS are formed from the reference element volume
fraction to each neighbour of known volume fraction fk . The sum of the quantities (fTS−fk)2
over the list of immediate neighbours is then minimized in the least squares sense. This
amounts to solving a 2× 2 linear system:

Ai · ∇fi= bi (8)

for each home element i with ji immediate neighbours. In Equation (8), the matrix Ai is

Ai=




ji∑
k=1

�x2ik
dik

ji∑
k=1

�xik�yik
dik

ji∑
k=1

�xik�yik
dik

ji∑
k=1

�y2ik
dik


 (9)

where

�xik ≡ xCk − xCi
�yik ≡ yCk − yCi
dik ≡

√
�x2ik + �y

2
ik

The representative point for each element in computing the gradient of the volume fraction
�eld has been chosen to be the centroid of that polygonal element: Ci(xCi ; y

C
i ).

In Equation (8), the unknowns are the components of the gradient vector of the volume
fraction �eld at the centroid of the home element i:

∇fi≡
[
(∇fi)x
(∇fi)y

]
(10)

And the RHS vector is:

bi≡




ji∑
k=1

�xik�fik
dik

ji∑
k=1

�yik�fik
dik


 (11)

where the quantities �fik are de�ned by the local variations of the volume fraction �eld in
the neighbourhood of the home element:

�fik ≡fk − fi
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10 N. ASHGRIZ, T. BARBAT AND G. WANG

The solutions of the linear system (8) are obtained with the usual formulas:

(∇fi)x = (b1A22 − b2A12)=�

(∇fi)y = (b2A11 − b1A21)=�

�= A11A22 − A12A21

The special case of �≈ 0 corresponds to the physical condition of an almost constant volume
fraction �eld in the neighbourhood of the home element that we exclude by applying the
interface reconstruction procedure only to wet elements (0¡f¡1).

2.2.2. Computation of the line constant. The computation of the line constant c in Equa-
tion (7) can be complex and time consuming when a case-by-case approach is used, as in
the previous VOF methods. The interface reconstruction method that we have chosen for the
present CLEAR-VOF implementation makes use of a numerical solution for the equation that
imposes the conservation of �uid volume in the home element; that is, the constant c is found
by numerically solving

Ai(c)= fn+1i (12)

where fn+1i is the updated volume (area) of �uid in the home element i. An iterative method
based on halving the interval [cmin; cmax] is used to solve Equation (12). The limits cmin and
cmax are found by allowing the interface line to pass through each of the home element
vertices, computing the volume fraction and isolating the extreme cases f=0 and 1. The
method converges no matter what the shape of the home element, the geometry of the mesh
or the value of the �uid volume.

2.2.3. Intersection of a line with a polygon. When a line constant c is assumed or computed
in Equation (12), we are confronted with determining the vertices of the reconstructed polygon
of �uid delimited inside the home element by the interface line, and, of course, producing
them in the required CCW order. The known data of the problem are the vertices of the home
element and the line equation (7). We have designed an algorithm based on computational
geometry that delivers the solution to this problem. The algorithm analyses each edge of
the home element polygon, deciding if it lies (i) completely inside the �uid, (ii) completely
outside the �uid or (iii) crosses the line interface. In the �rst case, both endpoints of the
oriented edge are added to the polygon of �uid list of vertices. In the second case, no point
is added to this list. In the third case, the point of intersection is determined and added to the
polygon of �uid list after the inside �rst endpoint of the oriented edge, or before the inside
second endpoint of the oriented edge. At the end of the cycle the polygon of �uid in the
home element is determined in the CCW order of its vertices.

2.3. f Field adjustment

After the volume fraction is obtained by the VOF advection step, it will be adjusted locally and
globally if necessary. Local adjustment is performed to remove unphysical partial elements,
whereas global adjustment is performed to enforce the global mass=volume balance.
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Consider a bulk of �uid �ow along a no-slip wall emptying the elements behind it as time
advances. In reality, there exist certain cases where the polygon may have two vertices lie
on the no-slip wall during the reconstruction stage. In such cases, there will always be a
certain amount of volume left in the home element, which make it practically impossible to
empty these near-wall elements. As time advances, the bulk of �uid may leave behind a row
of partial elements rather than empty elements. These e�ects are commonly referred to as
‘�otsam’ and ‘jetsam’, where arti�cial droplets may form and they may never reattach to the
core �uid. Hence, local adjustment is performed to eliminate those isolated droplets. A partial
element is reset to be empty if it is not adjacent to at least one full element. Similarly, a
partial element is reset to be full if its immediate neighbours are all full elements to avoid
an isolated partial element inside the �uid bulk.
Further, the global balance of the �uid volume is usually not maintained due to the imper-

fection of Eulerian velocity �eld. In our present solution algorithm, the continuity equation
is expressed in a Galerkin weak form. As a result, divergence-free condition is not satis�ed
exactly, and the error is usually in the same order with the discretization error. This error
can result in arti�cial compressibility of the polygon of �uid during the Lagrangian advection
step, and thus introduce local and global imbalance in the �uid volume. Even though this
error is very small compared to the total �uid volume, it can accumulate exponentially as
time advances. Hence an adjustment is necessary to retain the global balance of the �uid
volume. The volume fraction of partial elements are increased or decreased proportionally by
using the summation of local imbalances:

fp=fp +
Vimb
�pfpVp

fp (13)

where fp and Vp are respectively the volume fraction and the volume of partial elements. Here,
the summation is performed over all partial elements. Further, Vimb is the amount of the total
volume imbalance, which is the di�erence between the volume �owing across the external
boundary (in–out) and the change of total volume inside the domain. In the above practice,
the volume fraction of a nearly full element may be arti�cially adjusted to an unphysical
value greater than one, and thus need to be reset to one. Although this global adjustment for
partial elements introduces a numerical di�usion e�ect, it is believed that the bene�t of global
conservation of the �uid volume will certainly outweigh this e�ect. Hence, the global balance
of the �uid volume is always checked, and if an imbalance occurs, the volume fraction will
be adjusted to enforce the global balance.

3. FINITE ELEMENT IMPLEMENTATION

3.1. Mathematical formulation

In this section we present the implementation of the CLEAR-VOF algorithm in a �nite el-
ement based �ow solver. The partial di�erential equations governing the time-dependent in-
compressible �ows are the continuity and Navier–Stokes equations. For a Newtonian �uid
with constant density (�) and constant viscosity (�), these equations can be expressed in the
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following form:

@u
@x
+
@v
@y
=0 (14)

�
(
@u
@t
+ u

@u
@x
+ v

@u
@y

)
=−@p

@x
+ �

(
@2u
@x2

+
@2u
@y2

)
+ Fx (15)

�
(
@v
@t
+ u

@v
@x
+ v

@v
@y

)
=−@p

@y
+ �

(
@2v
@x2

+
@2v
@y2

)
+ Fy (16)

where u, v, p, Fx and Fy are the velocity components in x- and y-directions, pressure and
body forces, respectively.
The weighted residual method is then applied to integrate the momentum equations. After

integration by parts, the momentum equations can be rewritten as

∫
�

{
W�

(
@u
@t
+ u

@u
@x
+ v

@u
@y

)
+ �

(
@W
@x
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+
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)}
d�

=−
∫
�
W
@p
@x
d� +

∫
�
WFx d� +

∫
�
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(
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@u
@x
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@u
@y

)
d� (17)
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�
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@t
+ u

@v
@x
+ v

@v
@y

)
+ �

(
@W
@x

@v
@x
+
@W
@y
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)}
d�

=−
∫
�
W
@p
@y
d� +

∫
�
WFy d� +

∫
�
W�

(
nx
@v
@x
+ ny

@v
@y

)
d� (18)

where W is the weighting function, � is the �nite element domain, and � is the domain
boundary with (nx; ny) as its unit normal vector.

3.2. Numerical approximation

A four-noded isoparametric element was used with bilinear shape functions to approximate
both the velocities and the pressure. The streamline upwind Petrov–Galerkin (SUPG) weight-
ing function [61] was used for the convection terms, and the traditional Galerkin weighting
function for the rest of the terms. The transient term was treated in a lumped mass fash-
ion by a �rst order backward di�erence. The resulting term at the current time level was
assembled into the diagonal of the coe�cient matrix, and those at previous time level make
a contribution to the source vector.
On an element basis, the partially discretized momentum equations can be written as

auiiui =−
j �=i∑
j
auijuj + f

u
i −

∫
�e
W
[
@p
@x

]e
d�e (19)

aviivi =−
j �=i∑
j
avijvj + f

v
i −

∫
�e
W
[
@p
@y

]e
d�e (20)
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Here, aij’s contain the contributions to the element coe�cient matrix from convection, di�u-
sion, and transient terms and fi’s contain the contributions to the source term.
The pressure equation can be obtained by applying the Galerkin method of weighted resid-

uals to the continuity equation:∫
�

(
@W
@x
Kui
@p
@x
+
@W
@y

Kvi
@p
@y

)
d�

=
∫
�

(
û
@W
@x

+ v̂
@W
@y

)
d�−

∫
�
W (unx + vny) d� (21)

where

ûi =
1
auii

(
−
j �=i∑
j
auijuj + f

u
i

)
(22)

v̂i =
1
avii

(
−
j �=i∑
j
avijvj + f

v
i

)
(23)

Kui =
1
auii

∫
�
W d� (24)

Kvi =
1
avii

∫
�
W d� (25)

Because empty elements have no e�ect on the motion of the �uid, the �nite element equa-
tions are assembled only for partial and full elements, The contributions of the full elements
are treated in the usual manner, whereas those of the partial elements are modi�ed to re-
�ect the absence of �uid in parts of the elements. In the CLEAR-VOF algorithm, partial
elements are reconstructed as polygons of �uid inside the home elements. There are two
major problems when such a reconstruction is applied to the solution algorithm. First, the
reconstructed polygon can have from three to �ve vertices. The element assembling routines
have to be modi�ed to handle the mesh shape changes. Further, there is no guarantee for
the continuity of the interface line segments between two neighbouring partial elements. The
presence of discontinuity at interface further complicates the solution algorithm. Instead, we
adopt a rather simple reconstruction scheme in the solution algorithm in which the nodal
co-ordinates of the partial element is modi�ed to re�ect the reduction of the �uid volume.
The nodes are moved towards the centre of the element so that the reduced element preserves
the same shape as the original element, and the ratio between the two is kept to be equal
to the volume fraction of the corresponding partial element. The modi�ed nodal co-ordinates
are then used to evaluate the integration of the �nite element equations over a reduced in-
tegration limit. It shall be noted that this modi�cation is only intended for the evaluation
of the �nite element equations, and the actual spatial co-ordinates of the nodes are not
changed.

3.3. Boundary conditions

Boundary conditions for velocity and other degrees of freedom are required for boundary
nodes that belong to at least one non-empty (partial or full) element. For boundary nodes
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belonging to only empty elements, on the other hand, the prescribed boundary conditions
will remain inactive until those nodes are touched by �uid. Finally, boundary conditions are
also applied to nodes that belong to at least one empty element and at least one non-empty
element. These nodes represent the transition region between the �uid and the void. These
nodes are treated with natural boundary conditions for all degrees of freedom except pressure.
For the pressure, a constant value is prescribed to model the free surface.
In order to impose proper boundary conditions on the element-based volume fractions, imag-

inary elements are created along the exterior boundary to act as neighbours to the elements
forming the boundary. Two types of boundary conditions are applied on these imaginary el-
ements. The imaginary elements can be speci�ed as either full or empty depending on the
imposed volume fraction value. Currently, partial imaginary elements are not allowed on the
boundaries. These boundary volume fractions will serve as a neighbour value when deter-
mining the unit vector normal to the interface. For the full imaginary elements, a second
boundary condition is speci�ed to determine whether the �uid is advected into the computa-
tional domain. The boundary is then further identi�ed as either wetting or non-wetting. For
the wetting boundary, the imaginary elements have to be full, and the �uid is advected into
the domain. For the non-wetting boundary, the �uid or void cannot be advected into the
domain.

4. TESTING THE ADVECTION MODEL

The testing was done on several di�erent unstructured meshes generated with ANSYS-5.3.
Figure 3 shows translation of a circle of radius 0.15, with the centre at the point (0.3,0.3),
and approximated by a regular polygon of 36 points (the domain is 1× 1). A quadrilateral
mesh (A) with 604 elements was used in this case. We have prescribed a solenoidal �ow
�eld with ∇ · ũ=0. Translational �ows verify the condition that the vorticity �eld is zero:
!̃≡∇× ũ=0, which in a 2-D system is equivalent to (@v=@x)− (@u=@y)=0. The following
prescribed �ow �eld is used: u=1:0 and v=1:0. The test used a time step of dt=0:001.
The exact position is shown with thick dotted line for each time frame. The advected circle
matches the initial circle very closely up to t=0:4. Figure 4 shows rotation of an ellipse
of semiaxes a=0:3 and b=0:15, centred at (0.5,0.5), and approximated by a polygon of 36
points. A quadrilateral mesh (B) with 1799 elements was used in this case. The vorticity �eld
for this �ow is ∇× ũ �=0. The following prescribed �ow �eld is used u=−!(y − yr) and
v=!(x − xr), with the value for !=�, and the rotation centre at (0.5,0.5). Time step was
dt=0:001. A complete rotation (2000 time steps) was studied. The exact position (determined
by the direct computation of the coordinates of the initial points on the interface) is shown
with thick dotted line. Again the results are very good up to t=1:75. A comparison between
the initial shape and the shape after a complete rotation is shown in Figure 5, showing
good accuracy of this technique. We have also tested advection of two di�erent circles in a
x-shear �ow, where u= k(y − yr) and v=0. The �ow was studied on a quadrilateral mesh
(A) with 604 elements. The initial interface was a circle of radius 0.2, with the centre at the
point (0.5,0.5), approximated by a regular polygon of 36 points (Figure 6). Figure 7 shows
advection of a circle of radius 0.1, with the centre at the point (0.5,0.5) and approximated
by a regular polygon of 36 points. A quadrilateral mesh (A) with 604 elements was used in
this case as well. The time step was �t=0:001 and the constant k=1:0. The results show
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Figure 3. Translation of a circle of radius 0.15 with its centre at (0:3; 0:3) and approximated by a
regular polygon of 36 points. Mesh A is a quadrilateral mesh with 604 elements.

that the domain can go through large deformation with interface breakup forming several
subdomains.

5. APPLICATION TO FREE SURFACE FLOWS

We now present the numerical results for several problems to illustrate the capability and
�exibility of the current �nite element implementation. In the following examples, surface
tension e�ects are small and are thus neglected. All calculations are performed on at least two
di�erent meshes to assure grid independent results. The calculated results are then compared
with experimental and analytical results to verify the accuracy of the current method.

5.1. Laminar �ow over a broad-crested weir

Laminar �ow over a broad-crested weir is studied here. Figure 8 shows the co-ordinate system,
the geometry and the boundary conditions used in the present study. The geometrical and �ow
parameters selected according to Heinrich and Pepper [62]. The initially stationary �uid is held
at a height of H =1:5m, and it is con�ned by a right vertical wall. The initial pressure �eld
is set to the hydrostatic values of ps =�g(H −y). Here, the �uid density � is set to 1 kg=m3,
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and gravity is set to 1m=s2. At the time t=0, the right vertical wall is removed, and the �uid
falls to the right. The free surface thus evolves in time until a steady state is reached. No-slip
wall conditions are speci�ed at the bottom boundary and along the weir surface. At the inlet,
the pressure is set to be equal to the hydrostatic pressure ps, whereas the vertical velocity
component is set to zero in order to suppress any spurious mode near the inlet. Further, a
zero pressure is applied at the outlet and along the free surface.
Accordingly to the classical open channel �ow theory, there are two key factors controlling

the shape of the free surface. The �rst one is the geometry of the weir and the second one
is the free fall characteristics at the end of the hydraulic structure. The presence of the weir
imposes a local rise in the bed level on the �ow. According to the open channel �ow theory,
the �uid depth (Y ) falls as the �ow goes over the weir. If the weir height is large enough,
the fall would be enough to give critical depth Yc over the weir. On the other hand, further
increasing the weir height does not decrease the depth, and the fall instead remains at the
critical depth. For rapidly varied �ows, the speci�c energy (Es) is a minimum at the critical
depth for a �xed amount of discharge per unit of spanwise width (q). For a �xed amount of
discharge, on the other hand, the speci�c energy is a maximum. Assuming a uniform velocity

Figure 4. Rotation of an ellipse of semiaxes a=0:3 and b=0:15, centred at (0:5; 0:5) and approximated
by a polygon of 36 points. Mesh B is a quadrilateral mesh with 1799 elements.
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Figure 4. Continued.

pro�le across the depth, then the speci�c energy equation, with reference to the top surface
of the weir, can be expressed in the following form:

Es =Y +
�V 2

2g
=Y +

�q2

2gY 2
(26)

where � is the coe�cient of energy, and it is used to account for the velocity distributions
across a cross-section. In the case of a uniform velocity distribution, � is one, whereas in
the case of a non-uniform distribution, it is always greater than one. For turbulent �ow in
rectangular channels, � is usually less or equal to 1.15. For laminar �ows, on the other hand,
� can be much higher than one. At the critical depth, the di�erential of the speci�c energy
is equal to zero, and therefore we can obtain the following equation by assuming that � is
constant.

dEs
dY

=0=1− �q2

2gY 3c
= 1− �V 2c

gYc
(27)

Hence, the critical velocity Vc can be expressed as Vc =
√
gYc=�. Substituting this into the

speci�c energy equation, we have Ec =Yc+�V 2c =2g=
3
2Yc, or Yc =

2
3Ec. At the in�ow boundary,
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Figure 5. Initial and �nal shapes of the ellipse described in Figure 4 after one completer rotation.

the velocity head u2=2g is much smaller than the elevation head H , hence the speci�c energy
can be approximated by the elevation head: Ec � H . If the velocity pro�le is assumed to be
uniform over the cross-section, the classical open channel theory predicts a critical depth of
approximately Yc � 1 m, a critical velocity of Vc � 1 m=s and a discharge of q � 1 m2=s per
unit of spanwise width. If the velocity is non-uniform with a known coe�cient of energy,
then the theory will predict a discharge of q� 1=√�m2=s per unit of spanwise width.
In the present study, the velocity pro�le cannot be assumed to be uniform across the depth

due to the presence of no-slip walls. The viscous e�ect is also included in the free surface
simulation, and the kinematic viscosity is set to �=0:01 m2=s. The Reynolds number, based
on the critical depth Yc and the critical velocity, is approximately equal to 100.

Re=
VcYc
�

� 1
�

√
8g
27
H 3=2 = 100 (28)

Systematic grid re�nement was performed for this �ow. The calculations were performed
on three uniformly spaced meshes, consisting of 477, 1908 and 7632 elements, respectively.
The mesh sizes are, respectively, given by �x=0:5 m and �y=0:1 m for the coarsest mesh,
�x=0:25 m and �y=0:05 m for the intermediate mesh, and �x=0:125 m and �y=0:025 m
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for the �nest mesh. The time step size is mainly selected such that the home element will
not travel across its immediate neighbours. Therefore, each home element will only be able
to intersect with its immediate neighbour, and the conservation of volume will be preserved
in the advection algorithm. With this in mind, the time step sizes are respectively set to 0.2,
0.1 and 0:05 s. Simulations are carried up to t=50 s to ensure that state is reached.
Figure 9 shows the temporal evolution of the free surface depth Yb at the exit. The �uid

depth falls rapidly in the �rst two seconds after the right vertical wall is removed, and
goes through a moderate change for t¡20 s. For t¿20 s, the �uid depth undergoes little
change, indicating steady state is being reached. Figure 10 provides free surface pro�les
on the three di�erent meshes at t=50 s. There is a slight di�erence between the coarsest
mesh and the other two meshes, and the di�erence between the two �ner meshes are almost
indistinguishable. The �uid depth falls slightly near the inlet region, and falls rapidly as the
�ow approaches the weir. As the �ow passes the leading edge of the weir, the �uid depth
continues to fall and further downstream it falls slowly until it approach the outlet where
again the drop becomes more substantial. The above observation is also consistent with the
numerical study by Heinrich and Pepper [62]. Figure 11 further illustrates the free surface
changes by plotting snap shots of the stream functions at �ve di�erent times (t = 4, 8, 12,
16 and 20 s). To better illustrate the �ow characteristics, we have selected seven non-uniform

Figure 6. Advection of the circle in a shear �ow. The circle radius is 0.2 with its centre at (0:5; 0:5)
and approximated by a regular polygon of 36 points. A quadrilateral mesh with 604 elements is used.

The shear �ow is described by u= k(y − yr) and v=0.
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Figure 6. Continued.

contour levels of 0.001, 0.01, 0.05, 0.15, 0.3, 0.45 and 0:6m2=s. The locations of free surfaces
are superimposed on the stream function contours for those plots. At t=4s, the �ow is nearly
stagnant in front of the weir, and stream function contours are consistent with the collapse of
�uid level near the outlet region. As the time increases, the stream function contours become
more a�ected by the �ow from the inlet, and less a�ected by the initial �uid collapse near
the outlet. According to Figure 9, the exit depth is seen to be Yb = 0:673m at the steady state.
Further, the present study predicts a discharge of qb = 0:845m2=s per unit of spanwise width.
This corresponds to a exit mean velocity of Vb = 1:256 m=s, and a local depth-based Froude
number of Frb = 1:531. Therefore, the presence of the boundary layer near the weir surfaces
gives rise to a non-uniform velocity pro�le across the �ow, as shown in velocity vector plot of
Figure 12. As a result, the discharge is approximately 15% lower than the discharge predicted
with the assumption of uniform velocity distributions across the depth. On the other hand, if
we assume the coe�cient of energy is constant, then the present prediction corresponds to
�=1:40 according to the classical open channel theory.
Figure 13(a) and 13(b) further presents the velocity pro�les along both the inlet and the

outlet. Results are plotted on three di�erent meshes to further verify the grid independency.
At the inlet, the velocity pro�les near the bottom surface are nearly indistinguishable from
each other. Near the free surface, on the other hand, large di�erence are observed between
the coarsest mesh and the other two meshes, and the di�erence is seen as high as 10%. The
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di�erence between the two �ner meshes is, however, much small near the free surface, and it
is approximately 4%. At the outlet boundary, the di�erences between various meshes becomes
much smaller, and even the coarsest mesh is able to predict the velocity pro�le within 5%
of error. The largest di�erence still occurs near the free surface, and it is seen to be about
2%. The coe�cients of energy can be easily calculated from the velocity pro�les given in
Figures 13(a) and 13(b), and they are approximately 2.5 at the inlet and 1.1 at the outlet,
respectively.

5.2. Turbulent �ow over a semi-circular obstacle

In this example, turbulent �ow over a semi-circular obstacle is considered [63, 64].
Figure 14 shows the co-ordinate system, the geometry and the boundary conditions used
in the present study. The diameter of the semi-circular obstacle is R=0:03 m and the com-
putational domain extends �ve diameters both upstream and downstream of the obstacle. The
�uid is assumed to have a constant density of �=1 kg=m3, and a constant kinematic viscos-
ity of �=10−6 m2=s. Further, the gravity is set to g=9:81 m=s2. The simulation starts with
no initial �uid in the domain, and a wetting boundary condition is set on the inlet with a
�xed elevation head of H =0:075 m. This set of geometrical parameters corresponds to a
non-dimensional radius of R=H =0:4. The inlet velocity is set to ui=0:32 m=s corresponding

Figure 7. Advection of the circle in a shear �ow as described in Figure 6,
however, the radius is reduced to 0.1.
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Figure 7. Continued.
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Figure 8. Schematic diagram of the geometry and the boundary conditions used in the laminar �ow
simulations over a broad-crested weir.
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Figure 9. Temporal evolution of the free surface height at the exit of the broad-crest weir.
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Figure 10. Free surface pro�le for three di�erent meshes and comparison
with those of Heinrich and Pepper [62].

to a Froude number of Fi= ui=
√
gH =0:373. On the outlet boundary, natural conditions are

speci�ed for the velocity and the pressure is allowed to adjust itself at the outlet during the
solution process. Once steady state is reached, the outlet pressure converges to the hydrostatic
pressure. The computation is performed using the standard k − 	 model, as it is believed that
the turbulence modelling for this case is not important in the prediction of the free-surface
shape. The computations are performed on three meshes, consisting of 2320, 9280, 37120
elements, respectively. Figure 15 shows the grid distribution around the semi-circular obstacle
on the second mesh. The grid distributions are similar for the other two meshes and they
will not be shown here. The time steps are respectively set to 10−3 m=s, 5:0× 10−4 m=s and
2:5× 10−4 m=s. Simulations are carried up to t=10 s for all three cases to ensure that steady
state is reached.
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Figure 11. The stream functions at di�erent times for contour levels of 0.001,
0.01, 0.05, 0.15, 0.3, 0.45, and 0:6 m2=s.

Figure 16 shows the temporal evolution of the free surface depth at two di�erent streamwise
locations. The �rst one is located one diameter upstream of the obstacle (x=R=−2), and the
other is located at the exit (x=R=10). It is shown that the free surface depth at the exit
reaches its asymptotic value much faster than that at the upstream location. This is because
of the wave propagation upstream of the obstacle, and as time advances, the magnitude of
the wave decreases, and the �uid elevation eventually reaches its steady state level. The time
evolution is further illustrated in Figure 17 through several snapshots of the free surface shape
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Figure 12. Velocity vector plot at the steady state.
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Figure 13. Velocity pro�le at (a) the inlet and (b) the outlet for three di�erent meshes.
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Figure 14. Schematic diagram of the domain used for the turbulent �ow over a semi-circular obstacle.

Figure 15. The grid distribution used in the simulation.
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Figure 16. The temporal evolution of the free surface height at two di�erent stream-wise
locations for the problem described in Figure 14.
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Figure 17. The liquid con�guration at di�erent times for Figure 14.

at a series of time instances. For t¿0, the �uid enters the domain, and it �ows along the
bottom wall until it hits the semi-circular obstacle. The �uid is then re�ected away from the
obstacle and becomes a free jet, as shown by Figure 17(a) at t=0:4s. Due to gravity, the free
jet eventually falls down and hits the ground splitting into two parts. One part �ows forward
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Figure 18. Free surface pro�le near the obstacle for three di�erent meshes.

and eventually out of the domain, while the other �ows backward and eventually �lls the
cavity between the free jet and the obstacle. At t=1:0s, a wave is observed just ahead of the
obstacle, and it further propagates upstream. As time advances, the upstream �uid elevation
increases and the magnitude of the wave decreases. At t=5 s, the �ow approaches steady
state and the free surface depth downstream of the obstacle is approximately 30% of the inlet
level.
Figure 18 further presents the free surface pro�les near the obstacle for the three cases.

The largest di�erence is observed to occur at the location about one diameter upstream of the
obstacle. The di�erence between the coarsest mesh and the other two meshes is approximately
4%, and it is less than 2% between the two �ner meshes. The predicted non-dimensional
downstream �ow depths are Yb=H =0:335, 0.327 and 0.323 on the three meshes, respectively.
These predictions agrees well with the value 0.31 given by Forbes [64]. Figure 19 shows
the velocity pro�le along the outlet on the three di�erent meshes. Based on those velocity
pro�les, the mean velocities at the exit can be calculated, and they are Uo=0:933, 0.968
and 0:985 m=s, respectively. The coe�cients of energy are respectively given by 1.08, 1.06
and 1.04 for the three cases. At the inlet, the velocity is assumed to have linear pro�le at
the element near the wall. Hence, the numerical mean velocities are slightly lower than the
speci�ed value of ui=0:32 m=s, and the mean values are, respectively, given by Ui=0:307,
0.314 and 0:317 m=s. These velocities correspond to non-dimensional downstream speeds of
Ur =Uo=Ui=3:04, 3.08 and 3.11. Based on the Bernoulli equation, we have the following
relation:

H +
�U 2

i

2g
=Yb +

�U 2
o

2g
(29)

Since Yb =H=Ur , and Fri=Ui=
√
gH , we can obtain the following expression for Fri.

Fri=

√
2

�Ur(Ur + 1)
(30)

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 44:1–32



CLEAR-VOF ALGORITHM FOR FREE SURFACE FLOWS 29

0

0.1

0.2

0.3

0.4

0 0.4 0.8 1.2

U

Y
/H

2320 Elements

9280 Elements
37120 Elements

Figure 19. Velocity pro�le along the outlet for three di�erent meshes.

According to the above equation, the upstream Froude number is approximately 0.388 that is
slightly higher than the input setting of 0.37.

6. SUMMARY

A new method of interface advection and reconstruction based on the volume of �uid method
(CLEAR-VOF) is described for unstructured meshes. The CLEAR-VOF algorithm consists of
two main components. One is the reconstruction of the �uid volume based on the volume
fraction �eld. This reconstruction establishes the shape and location of the free surface. The
other component is the advection of the reconstructed polygon of �uid based on a given
velocity �eld. This advection then leads to a new volume fraction �eld.
The reconstruction of the �uid volume for an element depends on the volume fraction val-

ues of both itself and its immediate neighbours. Neighbours here refer to elements sharing
a common node. In the reconstruction step, the least squares gradients method is �rst used
to compute the interface normal vector based on the gradient of the volume fraction �eld in
its neighbourhood. The line constant in the interface line equation is obtained by solving an
additional equation through halving iterations. This additional equation is formed to enforce
the conservation of �uid volume for this element. After obtaining the interface line equation,
the vertices of the polygon of �uid are determined by an original algorithm for the inter-
section of a line with a polygon based on computational geometry theory. In this step, the
conservation of �uid volume is satis�ed to machine accuracy, and there is no error introduced
for the volume fraction �eld. In summary, the advection of the reconstructed polygon of �uid
consists of the following steps: (i) Compute the new locations of the polygon vertices in the
Lagrangian displacement step. (ii) Determine the distribution of the advected �uid volume into
the neighbourhood using an algorithm for intersection of polygons. (iii) Update the volume
fraction at the new time step.
In the Lagrangian step, the polygon of �uid undergoes a Lagrangian movement. The La-

grangian velocity is taken to be the same as the Eulerian velocity at a particular instant in
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time. This Lagrangian velocity is then used to calculate the displacements and the new lo-
cations of the polygon vertices. This new polygon is used to intersect with the immediate
neighbours of the home element in the next step. In the second step, the polygon of �uid
at the new time level is then redistributed into its neighbourhood, and no �uid is created or
destroyed in this process. Therefore, the volume of �uid in the advected polygon is equal to
the sum of all f �uxes originating from this polygon. This conservation of the �uid volume
is violated in the following two cases. The �rst one involves the failure of the polygon in-
tersection algorithm. This occurs when the deformation of the advected polygon is too large
during the Lagrangian step such that the convexity of the polygon is lost. The second one
involves an incomplete coverage of the advected polygon by the immediate neighbours of the
home element. In this case, some f �uxes �ow into its far neighbours and are not taken into
account by the present algorithm. In either case, the time increment in the Lagrangian step
is reduced by half in order to reduce the Lagrangian deformation and the traveling distance
of the advected polygon. This automatic reduction in time increment continues until the local
balance of �uid volume is preserved. Finally, the f �uxes are regrouped to evaluate the total
volume �owing into each home element. Since the volume fraction is just this volume divided
by the volume of the home element, this evaluation of volume fraction is exact and there
exists no error in this step. Various tests on CLEAR-VOF have shown that this is a powerful
technique with great accuracy for solving free surface �ows.
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